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Abstract. This paper focuses on minimizing the makespan muli-machine
flowshop group-scheduling problem that is typicdlynd in the assembly of
printed circuit boards, which is characterized ae with carryover sequence-
dependent setup times. The intent is to minimize rfakespan of schedules
comprised of the sequence of board groups as wetha sequence of board
types within each group. Specifically, the modeid algorithms developed for
identifying strong lower bounds on the optimal/neptimal solutions within a
reasonable computation time are emphasized. Theeff of the lower bound
developed is demonstrated by using it to quantify quality of a heuristic
solution for the same problem, developed basedabn search. To obtain
strong lower bounds, the problem is decomposed antnaster problem and
single-machine subproblems which, except for thipseblem on the first
machine, are inserted idle time scheduling problefxgabu search based
heuristic is developed to solve the subproblemsaqimately. Each solution
found during the tabu search process is evaluaged) & timetabling problem
that is formulated as a simple integer program ifntifying the inserted
optimal idle times on the machine in order to miizienthe subproblem
objective function. The column generation algorithdeveloped for the
decomposed problem is demonstrated on a real pnobletained from the
industry.

Keywords: Carryover sequence dependent setup times, printeditcboard
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1 Introduction, Motivation, and Problem Summary

This paper addresses the multi-machine flowshop pgseheduling problem with
carryover sequence-dependent setup times for ndmigithe makespan. The
problem is typically found in the assembly of peihtcircuit boards (PCBSs) in
electronics manufacturing. In order to solve thebfem efficiently and effectively,
high-level metasearch heuristics based on tabulsdave been developed [3]. The
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primary focus of this paper is to identify stronowker bounds on the optimal
makespan within a reasonable computation timehao the quality of a heuristic
solution, i.e. an upper bound, can be quantifieitsapercentage deviation from the
lower bound. A mathematical programming decompasiapproach is developed tc
obtain strong lower bounds, which, interestinglyalves timetabling problems as
part of an efficient approximation algorithm used dolve the subproblems in &
column generation algorithm.

A PCB is a laminated board assembled with a dometihdusands of electronic
components. The PCB assembly is performedutomated placement machines that
insert the components on the boards quickly aridhigl Before starting production
of a PCB on a machine, the required componentslomeed on the appropriate
feeders during a setup operation. It is not prattic keep changing the componer
feeders on a frequent basis for each individualrdhodypically, in electronics
manufacturing, different board types requiring $&micomponents are groupec
together and a single setup operation is perforfmedach board group. The intent it
to load all of the components required of the bdsyees in a group on the propel
feeders inone setup, just so that the board types in that group caproduced one
after the other. As a result, the scheduling prmobtonsidered here falls under thi
category known agroup scheduling and the scheduling decisions must be addres:
at two levels. The problem at the first level is@sated with the individual board
types within groups and is referred to as the “tddawel” problem. For the board
level problem, a sequence of boards in each groust ive determined to minimize
the makespan, while different board groups themeselmust be sequenced at th
“group level” so as to minimize the same perforneameasure.

The challenges encountered in group scheduling iB R@nufacturing are far
greater and distinctly different from that in tréoial hardware manufacturing.
Although the placement machines automate the PGBnady processes, high-spee
and precise operation and especially the flexjbilittooling makes it a difficult task
to control the operations on them. The setup tinggiired of a group of PCBs on a
machine is dependent on the configuration of thepmments on the machines, whicl
in turn depends omot just on the immediately preceding group, but onall of the
preceding groups and theorder in which they were processed. In a sense, the se
times are not only sequence-dependent, butaalsoed over from the very first board
group to the one currently being considered fordpotion. This makes the
relationships among setup times of board grouphhigomplicated compared to the
sequence-independent or sequence-dependent sees éncountered in traditional
hardware manufacturing. In other words, they caddimed easily in the latter, while
the carryover sequence-dependent setup times ark thaexplicitly define. In
addition, the PCB assembly processes consideresl drer performed on multiple
sequential machines.
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2 A Mathematical Programming Decomposition Approach and
Timetabling

This paper presents a novel mixed-integer lineagmamming (LP) formulation of
the problem. This problem was addressed by a fegarekers previously. However,
all of the previous research simplifies the problgither by approximating the setuy
times as sequence-independent or sequence-depesadepttimes, which results in
loosing valuable information and identifying infarisolutions. Our model, on the
other hand, considers the setup times explicitynde introduces a greater degree
accuracy into the problem formulation than befdre.obtain strong lower bounds,
the problem is decomposed into a master problemsargle-machine subproblems
which, except for the subproblem on the first maehiareinserted idle time
scheduling problems [4]. Typically, in an inserteiteitime scheduling problem, the
objective function is not a regular function and thachine can be kept idle for som
time when it could begin processing an operation.

We essentially reformulate the problem as an imtgpgegramming problem with
an exponential number of variables, each represgndéi schedule. A column
generation (CG) algorithm is developed to solve lie relaxation of the master
problem. When solving the subproblems in the C®rétlgm, a two-phase approact
is employed. In the first phase, the subproblerassatved approximately with a fast
tabu search algorithm - tabu search column gene(@®CG) - as long as TSCG
identifies new columns. Starting with an initiagsence of board groups and boar
types within each group, TSCG keeps generating neguences by performing
simple exchange moves. Each sequence (or move)hawstaluated. However, since
the subproblems are inserted idle time schedulioblems, it is not straight forward
how to evaluate the objective function value focteaequence identified during the
search. In this context, therefore, each time ae®ce is to be evaluated, we need -
timetable the board types to insedptimal idle times on the machine in order tc
minimize the subproblem objective function. Such timetabling problem is
formulated as a simple integer program.

It is well known that CG algorithms are prone te Ho-called tailing-off effect [1].
While usually an optimal solution is approachedsiderably fast, it may take a very
long time to prove LP optimality. Recently, sevenathods have been suggeste
against this drawback. Our approach to stabilizé ascelerate the CG algorithm s
similar to the one proposed by du Merle et al. [Bjrst, a bound is imposed on the
dual variables by introducing artificial variablego the LP master problem (LMP)
and new negative reduced cost columns are genaratiédhe subproblems fail to do
so. If some of the artificial variable values a@nrero, the bound imposed on th
dual variables is slightly relaxed at that instareoed the process similar to the on
before is continued until all the artificial varlabvalues are zero and no negativ
reduced column can be identified. In our case,ltbeefit of introducing artificial
variables is two fold: First, the dual variables aritially constrained in some interval
so that they smoothly converge to their optimalieal Second, we constrain the dui
variables in such a way that the subproblem objectunctions - except for the
subproblem corresponding to the last machine -rbeceegular and board types ca
be timetabled without any idle time on the machirfagthermore, it is shown that
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when dual variables are bounded in the subprobleoerd types within each groug
follow the shortest run time rule, which makes $hbproblems much easier to solve.

The optimal solution to LMP usually provides a strémger bound on the optimal
makespan, but it is not necessarily integral. Bétter bounds and integral solution:
can be identified by branching, resulting in a loteand-price (B&P) algorithm. The
paper develops efficient branching rules that ampatible with the CG algorithm.
The idea is based on avoiding generation of seqseincehich certain board types
are assigned to certain positions on one branchaadallowing them on the other
branch.

3 Conclusion

The CG algorithm is demonstrated on a real problbtained from the industry. The
lower bound on the makespan identified by the C@orithm after only a few

iterations is within 2% of an upper bound, andltdweer bound obtained from the LP
relaxation of the original formulation is shownhe highly inferior to the CG lower
bound.

References

1. Barnhart, C., Johnson E., Nemhauser, G., Savglsh&l., Vance, P.. Branch-and-Price:
Column Generation for Solving Huge Integer Progra@per. Res. 46 (1998) 316-329

2. du Merle, O., Villeneuve, D., Desrosiers, J.nkkn, P.: Stabilized Column Generatior
Discrete Math. 194 (1999) 229-237

3. Gelogullari, C.A.: Group Scheduling Problems itedionics Manufacturing. Doctoral
Dissertation, Oregon State University, Corvallis, @SA (2005).

4. Kanet, J.J., Sridharan, V.: Scheduling with ftes Idle Time: Problem Taxonomy and
Literature ReviewOper. Res. 48(2000) 99-110



