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1 Introduction

The university course timetabling problem involvessigning a given number of
events (including lectures, seminars, labs, tulriatc) into a limited number of
timeslots and rooms subject to given set of comggaTwo primary hard constraints
are that no student should be assigned two eventgse timeslot and that capacity
and features of rooms should satisfy the requir¢ratithe event. Other constraints
can be different from one university to anothen &mample, some universities migh
want the timetable to be constructed so that tieese good separation between th
courses that a student attends, while other unfiersnay prefer to have consecutivi
courses.

Timetabling is a well-known difficult combinatorigiroblem. Several techniques
have been used to automatically generate univetisigtabling problems, including
graph colouring heuristics (Burke et al., 2004putssearch (Costa, 1994; Schaer
1996), simulated annealing (Thompson and Dowsla8#i6;1Kostuch, 2004), evolu-
tionary algorithms (Burke et al., 1998) and caseeldareasoning (Burke et al.,
2006a). Hyper-heuristic approaches have recenty lagplied to timetabling prob-
lems (Burke et al., 2003; Burke et al., 2006b)(Barke et al. 2003), a tabu searcl
based hyper-heuristic was applied to both a nuwstering problem and a university
course timetabling problem to demonstrate the amzd level of generality of the
method. In their approach, the hyper-heuristic dyically ranks a set of heuristics
according to their performance in the search hystArtabu list was incorporated to
prevent the selection of some heuristics at cegaints in the search. At each itera
tion, the hyper-heuristic keeps applying the highesn-tabu" heuristic to the current
solution until the stopping criterion is met. Cortifpee results have been obtained ol
both problems when compared with other state-ofattiéechniques. In (Burke et al.,
2006b), a case-based reasoning hyper-heuristiersystas proposed for the cours
timetabling problem. The system differs from othase:based reasoning systems
that case-based reasoning was used to predictesitenburistic methods that can b
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used to produce a good quality solution rather fivading a solution for the problem
directly. The experimental results showed that §ystesn can perform intelligently
and effectively in the production of automated tiaides.

In this research, we propose a simulated annealypgr-heuristic approach (see
fig. 1) for the university course timetabling prebil. The simulated annealing hyper
heuristic manages a set of neighbourhood funct@mmnbeuristics and dynamically
bias the selection of these heuristics. This approas been successfully applied to
shelf space allocation problem (Bai and KendalQ®)0lt is hoped that the algorithm
will either produce better results than the curpmoiposed approaches or will reduc
the computational time while generating good qualdlutions.

2 Problem Description

In this research, we will study a course timetablproblem that was introduced in
(Socha et al., 2002). The problem can be describédllaws:

Given a set of events (i = 0,...n) and a number of rooms(j = 0, ...m) with each
room havingf types of features. Each event is attended by angivenber of students
and the total number of studentd<isThe aim of the problem is to assign every eve
g to a timeslot, (k = 1, ..., 45) and a room so that the followindhard constraints
are satisfied:

1. No student should be assigned to more than ond avartimeslot;

2. The room assigned to an event should have sufficegpacity and all the fea-

tures required by the given event;

3. No more than two events can be scheduled in oma ed@ timeslot.

The objective of the problem is to minimise the nemtif students involved in the
following soft constraint violations:

1. Aeventis scheduled at the last timeslot of thg da

2. A student has only one event in a day;

3. A student has more than two consecutive events.

In reality, the course timetabling problem is oftenuch more complex
(McCollum, 1998). Additional constraints will be regidered in subsequent researc
to those presented here.

3 Simulated Annealing Hyper-heuristics

3.1 Hyper-heuristics

The aim of hyper-heuristics is to develop a reusaidmeric optimisation approact
for a range of different problems and differenttpeon instances. Hyper-heuristics
can be defined as “heuristics to choose heuristidgper-heuristics search the solu
tion space indirectly by operating on heuristicshyjper-heuristic makes use of a s¢
of diverse domain-dependent heuristics or neightmen functions and strategically
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changes their preferences during the local searciider to adapt to different situa-
tions and problem instances (Burke et al., 2003sR2005).

Simulated Annealing Hyper-Heuristic
Begin
| Select a hewristic H; |
| o= H(S) |
N Y
‘ Update 34 parameters |
N v Stop and output
solutiot
Intetface
& zet of low-level heuristics Ohjective Initial
iﬁ‘:{} {E‘\{} {E{E} Esratuation Function Holdtion 5
Problem Data

Fig. 1. The framework of simulated annealing hyper-heigssfior a maximisation problem

3.2 Simulated Annealing Hyper-heuristics

The proposed simulated annealing hyper-heuristioréghgn is a modified version of
the algorithm in (Bai and Kendall, 2005), and isdxhon the following assumptions
and observations.

1. A heuiristic is selected probabilistically rathearthdeterministically. The reasor
for this is based on the empirical conclusion thiababilistically biasing the
candidate solutions in SA is more beneficial thamg a deterministic method
(Tovey, 1988). A deterministic heuristic selectiggpeoach may be not suitable
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for the simulated annealing hyper-heuristics duthéprobabilistic characteris-
tic of simulated annealing.

Set initial temperaturg, stopping temperatuteand total iterationk;
Generate an initial solutioR; t=tg

Define a set of heuristid; (i=0, ...,n), assign appropriate weigit to
each heuristi¢d;;

Do

Select a heuristidj) based on probabilityp, = w /Zin:lvy ;
Generate a candidate solution using heuridtic
Let J stand for the difference in the evaluation functi®etween s
and s’;
If & >0
S=S; W =W +K;
else if & =0 and a new solution is created
S=S, W =W +¢
else if & =0 and no new solution is created

W=Ww-¢&
else if & <0 and exp(@ /t )< random(0,1)
wWo=w -k
if w>w
W= Woax
it w<w,,
W =W,

min

Loop until stopping criteria are met

Fig. 2. Pseudo-code of the simulated annealing hyper-$tagi

2. To bias the selection of heuristics, each heuristassociated with a weight tha
reflects their importance at the current stage.imduthe search, these weight:
are dynamically changed based on the performantieedf corresponding heu-
ristics.

3. The mechanism to change the weights of heuristiepénalty-rewardstrategy.
That is, the weight of a heuristic is increasett ffroduces a better solution anc
decreased otherwise. However, for those heurighies cannot improve the
evaluation function, we distinguish between theristigs that generate new so-
lutions and those that do not. We observe thandutie search, although soms
heuristics cannot improve the solution directlygythare still useful in creating
some intermediate situations, from which the optissdution (or a good quality
solution) could be reached. Hence in this systeengiwe a minor positive score
to those heuristics which could transfer the stdtéhe solution but could not
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improve the objective value. Meanwhile, we penalisese heuristics which
could neither improve the current solution nor gateea new solution.
The pseudo-code of the algorithm can be describbédure 2.

4  Application

To apply the proposed simulated annealing hyperiigs, we need to design a se
of problem-dependent heuristics. We shall use &haistics that were used in (Burke
et al., 2003; Abdullah et al., 2005). The algorithitl then be tested on the bench
mark problems that was introduced by (Socha e2@02).
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